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Abstract - Today many applications use a new forms of query called as spatial keyword query which include finding objects closest to a specified location that contains specific set of keywords. For example, "find the nearest hotels to a specific location that contain facilities free lunch and dry cleaning". Such query would ask for the hotels that are closest among those which provides facilities "free lunch and dry cleaning" all at the same time instead of considering all the hotels. Currently using IR2-tree is the best solution to such queries, which has a few deficiencies that seriously impact its efficiency. In this paper, we present a review on various methods used for NN search with keywords.
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1. Introduction

A database which stores multidimensional objects such as points, rectangles, etc. is known as spatial database. Spatial databases allow representation of simple geometric objects such as lines, points and polygons as well as more complex structures such as 3D objects, topological coverage’s, linear networks. Based on different selection criteria spatial database provides fast access to multidimensional objects. In spatial database real entities are modeled in geometric manner, for example location of hotels, hospital, colleges are represented as points on maps, while larger area such as landscapes, lakes, parks are represented as a combination of rectangles. Spatial database system can be used in geographic information system, where range search can be utilized to find all objects in a certain area, while nearest neighbor retrieval can find the object closer to a given address.

Today, wide use of search engines has made it realistic to write spatial queries in a new way. Traditionally, queries focus on object’s geometric properties only, for example whether a point is in rectangle or how two points are close from each other. Some new application allows users to browse objects based on both of their geometric coordinates and their associated texts. Such type of queries called as spatial keyword query. For example, if a search engine can be used to find nearest hotels to a specific location that contain facilities free lunch and dry cleaning at the same time. From this query, we could first obtain entire hotels whose facilities contain the set of keywords, and then find the nearest one from the retrieved hotels. The major drawback of this approach is that, on the difficult input they do not provide real time answer. For example, from the query point the real neighbor lies quite far away, while all the closer neighbors are missing at least one of the query keywords. In the past years, the group of people has showed interest in studying keyword search in relational databases. Recently the attention has preoccupied to multidimensional data [5][6]. The best method for nearest neighbor search with keywords is because of Felipe et al. [5].

2. Related Work

Cao et al. [1] presented the new problem of retrieving a group of spatial objects that are nearest to the query location, and each associated with a set of keywords. They called it as collective spatial keyword query. They develop approximation algorithms with provable approximation bounds and exact algorithms to solve the two variants of this problem. Both of these algorithms are NP-complete.

G. Cong, C.S. Jensen, and D. Wu [5] proposed an approach that computes the relevancy of a query result by means of language models and a probabilistic ranking function. This relevance is then incorporated with the Euclidean distance between object and query to calculate an overall similarity of object to query. Zhang and Chee [3] introduced hybrid indexing structure bR* tree, that
combines the R*-tree and bitmap indexing to process the m-closest keyword query that returns the spatially closest objects matching m keywords. They utilized a priority based search strategy that successfully reduce the search space and also proposed two monotone constraints, distance mutex and keyword mutex to help effective pruning. Lu et al. [2], combined the notion of keyword search with reverse nearest neighbor queries. They propose a hybrid index tree called IUR-tree (Intersection-Union RTree) to answer the Reverse Spatial Textual k Nearest Neighbor (RSTkNN) query that effectively combines location proximity with textual similarity. They design a branch-and-bound search algorithm which is based on the IUR-tree. To further increase the query processing, they proposed an improved variant of the IUR-tree called cluster IUR-tree and two corresponding optimization algorithm.

Ian De Felipe [4] presented an efficient method to answer top-K spatial keyword query. They proposed an index structure IR^2-tree that combines signature files and R-tree to allow keyword search on spatial data objects that each have limited number of keywords. Using the IR^2-tree an efficient incremental algorithm is presented to answer the spatial keyword queries. Yufie Tao and Cheng Sheng [6], developed a new access method which is called as spatial inverted index. It extends the conventional inverted index to lay hold on multidimensional data, and uses the algorithms that can answer nearest neighbor queries with keywords in real time. They designed a variant of inverted index called spatial inverted index that is optimized for multidimensional points. This access method successfully includes point coordinates into a conventional inverted index with small space.

3. Nearest Neighbor Search Techniques

3.1 IR-Tree, Approximation Algorithm and Exact Algorithm

This method is used to retrieve a group of spatial web objects such that the query’s keywords are cover by group’s keywords and objects are near to the query location and have the lowest inter object distances. This method addresses the two instantiation of the group keyword query. First is to find the group of objects that cover the keywords such that the sum of their distances to the query is minimized. Second is to find a group of objects that cover the keywords such that sum of the maximum distance among an object in group of objects and query and maximum distance among two objects in group of objects is minimized. Both of these sub problems are NP-complete. Greedy algorithm is used to provide an approximation solution to the problem that utilizes the spatial keyword index IR-tree to reduce the search space. But in some application query does not contain a large number of keywords, for this exact algorithm is used that uses the dynamic programming. [1]

3.2 IUR-Tree (Intersection union R-tree)

Geographic objects associated with descriptive texts are becoming common. This gives importance to spatial keyword queries that take both the location and text description of content. This technique is used to analyze the problem of reverse spatial and textual k nearest neighbor search i.e. finding objects that takes the query object as one of their spatial textual similar objects. For this type of search hybrid index structure is used that successfully merge the location proximity with textual similarity. For searching, branch and bound algorithm is used. In addition to increase the speed of query processing a variant of IURtree and two optimization algorithm is used. To enhance the IUR-tree text clustering is used, in this objects of all the data base is group into clusters according to their text similarity. Each node of the tree is extended by the cluster information to create a hybrid tree which is called as cluster IUR-tree. To enhance the search performance of this tree two optimization methods is used, first is based on outlier detection and extraction and second method is based on text entropy. [2]

3.3 BR^2-Tree

This hybrid index structure is used to search m-closest keywords. This technique finds the closest tuples that matches the keywords provided by the user. This structure combines the R*-tree and bitmap indexing to process the m closest keyword query that returns the spatially closest objects matching m keywords To reduce the search space a priori based search strategy is used. Two monotone constraints is used as a priori properties to facilitates efficient pruning which is called as distance mutex and keyword mutex. But this approach is not suitable for handling ranking queries and in this number of false hits is large. [3]

3.4 IR^2-Tree

The growing number of applications requires the efficient execution of nearest neighbor queries which is constrained by the properties of spatial objects. Keyword search is very popular on the internet so these applications allow users to give list of keywords that spatial objects should contain. Such queries called as a spatial keyword
query. This is consisted of query area and set of keywords. The IR²-tree is developed by the combination of R-tree and signature files, where each node of tree has spatial and keyword information. This method is efficiently answering the top-k spatial keyword queries. In this signature is added to the every node of the tree. An able algorithm is used to answer the queries using the tree. Incremental nearest algorithm is used for the tree traversal and if root node signature does not match the query signature then it prunes the whole subtrees. But IR²-tree has some drawbacks such as false hits where the object of final result is far away from the query or this is not suitable for handling ranking queries.[4]

3.5 Spatial Inverted Index

A new access method spatial inverted access method is used to remove the drawbacks of previous methods such as false hits. This method is the variant of inverted index using for multidimensional points. This index stores the spatial region of data points and on every inverted list Rtree is built. Minimum bounding method is used for traversing the tree to prune the search space.

4. Review Table

Table given below gives the comparative study about the techniques used for nearest neighbor search.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR Tree</td>
<td>Greedy algorithm is used for approximation and dynamic programming is used for exact algorithm.</td>
</tr>
<tr>
<td>IUR Tree</td>
<td>Uses text clustering with two optimization techniques: outlier detection and extraction and text entropy.</td>
</tr>
<tr>
<td>BR* Tree</td>
<td>Combines R*tree and bitmap indexing. No. of false hit is large.</td>
</tr>
<tr>
<td>IR² Tree</td>
<td>Combination of Rtree and signature files. Drawback of false hit.</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper presents the survey of various techniques for nearest neighbor search for spatial database. As in the previous methods there were many drawbacks. The existing solutions incur too expensive space consumption or they are unable to give real time answer. So to overcome the drawbacks of previous methods, new method is based on variant of inverted index and R-tree and algorithm of minimum bounding method is used to reduce the search space. This method will increase the efficiency of nearest neighbor search too.

References


Authors Profiles

Ms. Shubhada Phakatkar is pursuing Masters of Engineering from Pune University, did her B. E in CE from Pune University in 2009 and completed her MBA in Computer Application from Pune University in 2013.

Dr. S.T.Singh, Professor and campus director of CE in PK Technical campus, Completed ME (CE) and PhD. He has 10 years of industrial and 9 years of teaching experience.