An Implementation of New Frequent Pattern Mining Algorithm for Business Intelligence Solution
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Abstract - In the digital world, frequent pattern mining algorithm is used widely for business implementation in the areas like online marketing, sales and advertisement. In order to make better business decision both on the individual and organizational level we search for the others opinion. Social media, discussion forums, review, blogs and micro-blogs are opinion rich resources. Mined information from these resources can be successfully utilized for decision making by customer or organization if opinion orientation are considered carefully. In this paper, we propose a business intelligence solution using frequent pattern mining. Evaluation results show that the proposed algorithm is more accurate, efficient and work better with dense datasets.
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1. Introduction

Data mining is the process of searching, collecting, analyzing large amount of data from the database through the different perspective and categorizing, summarizing it with different dimensions into useful information. Data mining software is the analytical tool used to find the patterns or co-relation among the field of relational database.

Generally individual or organization is likely to depend on others opinion for decision making and in order to get required information they search through large amount of data which is available on social networks, blogs and reviews. Consider an example in which an individual want to buy good product in market, firstly he/she will go through review of product and then take the decision depending on the other customer’s review. In the same way company can also review the customer’s opinion about the product features and can make required improvement in product according to requirement.

Many algorithms and techniques are proposed by the researcher to automatically extract useful information. Opinion mining determines whether the comment is positive, negative or neutral orientation [1]. Product feature extraction is difficult for analyzing opinion as the opinion orientation identification is significantly affected by the target features [2]. In this paper we focus on the feature extraction and orientation detection from customer reviews using the improved frequent pattern mining algorithm [3]. Previously proposed frequent pattern mining algorithms which are used for discovering frequent itemsets from the transaction datasets are Apriori algorithm [4], AprioriTID algorithm[4], FP-Growth algorithm[5], Eclat algorithm[6], dEclat algorithm[7], Relim algorithm[8], H-mine and H-mine(Mem) algorithm[9], LCMFreq algorithm[10], PrePost and PrePost+ algorithms[11], FIN algorithm[12]. Algorithms for performing targeted and dynamic queries about association rules and frequent itemsets are Itemset-Tree [13], Memory-Efficient Itemset-Tree [14].

In this paper we are implementing a new algorithm based on Item-Set tree data structure which extracts opinion orientation from reviews. It has been found that the
performance of algorithm increases for incremental data. Section 2 defines the problem and introduces and proposed approach. Section 3 gives the overall implementation of the algorithm with experimental result and evaluation and section 4 conclude the paper and related references.

2. Problem Definition & Proposed Methodology

2.1 Problem Definition

The basic problem is how to identify frequent and infrequent features from the reviews. Another problem is about review orientation, a word with the neutral or negative orientation for one product can be positive for another product. Again it is necessary that the data structure must handle increasing volume of review data available on social network. Next the classification accuracy of previously used Naïve Bayes algorithm [15] is 79% so, it is necessary to improve the classification accuracy in the proposed algorithm.

2.2 Proposed Approach

For the incremental dataset the itemset tree data structure is the best solution because of its incremental nature as new transaction can be efficiently added in the existing tree. It also has a property of compactness. In the proposed approach we have used itemset tree data structure. The data flow architecture of the proposed system is given in the figure 1 and each component is detailed subsequently. Input to the system is review datasets and is available at http://www.cs.uic.edu/~liub/FBS/CustomerReviewDat.zip.

Algorithm for the system is given below.

Algorithm1:
Algorithm for extracting Sentiment of Review Comment
Require: Product Review Document
Ensure: Sentiment of User comment.
1. Fetch the comment.
2. Convert the unstructured comment data to structured document.
3. Tokenize the sentences into keywords.
4. Eliminate Stop words and tag the tokens using POS tagger.
5. If term is not in the dictionary check for the correct word.
6. Classify Node for positive and negative.
7. Calculate Precision Recall and F measure.
8. Apply decision tree algorithm.
9. Compute sentiments using algorithm 2
10. Return sentiment and sentiment score of review

Algorithm2:
Algorithm to calculate the review orientation
1. Procedure Review Sense( )
2. begin
3. for each review sentence si
4. begin
5. sense = 0;
6. For each review word rw in si
7. sense += Word Sense (rw, si);
8. /* Positive =1 , Negative =-1*/
9. if (sense >0) si’s sense = Positive;
10. else if (sense<0) si’s sense = Negative
11. endfor;
12. end
1. Procedure Word Sense (word, sentence)
2. begin
3. sense = orientation of word in bag of keywords;
4. If(there is NEGATIVE_WORD appears closely around word in sentence)
5. sense = opposite(sense);
End

3. Implementation

For implementing the proposed algorithm it is necessary to have required dataset as input. Here the dataset is review dataset. The overall implementation includes following modules,

- Data cleaning and processing
- Testing datasets
- Performance analysis

3.1 Data Cleaning and Processing

Data cleansing, data cleaning or data scrubbing is the process of detecting and correcting (or removing) corrupt or inaccurate records from a record set, table, or database. Used mainly in databases, the term refers to identifying incomplete, incorrect, inaccurate, irrelevant, etc. parts of the data and then replacing, modifying, or deleting this dirty data or coarse data.

After cleansing, a data set will be consistent with other similar data sets in the system. The inconsistencies detected or removed may have been originally caused by user entry errors, by corruption in transmission or storage, or by different data dictionary definitions of similar entities in different stores. Data cleansing differs from data validation in that validation almost invariably means data is rejected from the system at entry and is performed at entry time, rather than on batches of data.

Figure 2 shows the main window with the option of training and testing datasets below the system. In the machine learning training data is dataset on which machine learning program learn to perform co-relational tasks such as classify, cluster and learn the attributes.

Figure 3 shows the window for training dataset. The selected dataset appears in the panel, which is train using train button.

3.2 Testing Datasets

The main objective of experiments was to test the accuracy of the proposed algorithm for collections of opinions harvested from the social networks sites. Testing data is the data, whose outcome is already known and is used to determine the accuracy of the machine learning algorithm, based on the training data.
As the training is successfully completed the next move is testing dataset. Following figure 4 shows that the window for testing dataset.

The result of testing process is shown in the figure 5. It shows the score for each sentence with the total positive, negative and neutral score for dataset at the bottom.

Fig. 4: Window for selecting Dataset to be tested

Fig. 5: Test results of Dataset
3.3 Performance Analysis

Datasets used for analysis are
- Movie dataset from IMBD
- Product review dataset from amazons .com
- Twitter dataset of digital India

Cross domain analysis with respect to time for different datasets:
- Movie dataset:

Following figures shows the result of comparison between Naive Bayes Classifier and Proposed Classifier based on Itemset Tree Data structure for Movie dataset.

Product Review Dataset:

Following figures shows the result of comparison between Naive Bayes Classifier and Proposed Classifier based on Itemset Tree Data structure for Product Review dataset.
• Twitter Dataset:

Following figures shows the result of comparison between Naïve Bayes Classifier and Proposed Classifier based on Itemset Tree Data structure for Twitter dataset.

Classification accuracy calculation for all three datasets:

Machine learning:

TP= true positive,  TN=true negative,  FP=false positive,  FN=false negative

Table 1: Machine learning

<table>
<thead>
<tr>
<th></th>
<th>Prediction of model: positive</th>
<th>Prediction of model: negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truth: positive</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Truth: negative</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

Where, TP and FP are true positives and false positives (i.e., numbers of positive examples from the test set classified correctly and incorrectly), and TN and FN are true negatives and false negatives (i.e., numbers of negative examples from the test set classified correctly and incorrectly).

Accuracy Calculation:

True positive rate= TP/TP+FN
True negative rate= TN/TN+FP
Total accuracy = TP+TN/TP+TN+FP+FN =TP+TN/N
Positive predictive value=TP/TP+FP
Negative predictive value=TN/TN+FN
Sensitivity = true positive rate,  Specificity = true negative rate

Following figures 14, 15, 16 gives the classification accuracy for each datasets with TP,FP,TN and FN values
Fig. 14: Classification accuracy for movie dataset

Fig. 15: Classification accuracy for Product Review dataset

Fig. 16: Classification accuracy for Twitter dataset
Performance with dense and sparse datasets:

- In the frequent pattern mining the database is dense if frequent items in it have high relative support.
- The relative support = absolute support / no of transactions in the database.
- When relative support have high value such as 10% or more the projected database is said to be dense and when it is below 1% or less then the database is said to be sparse.
- Itemset tree structure works better in the dense database as compared to sparse database. Here it is beneficial because as mining progresses the projected database goes smaller making it denser. On another side H-mine works better with sparse dataset and gradually decreases performance as the dataset goes denser. Therefore for incremental datasets Itemset tree structure is better than H-mine.

4. Conclusion

In this paper, we have proposed the new algorithm with itemset tree data structure for determining product popularity in the market from the incremental customer review datasets. Latter the algorithm is implemented on review datasets and performance is calculated. Result shows that it works better than Naïve bayes algorithm. Again the result of comparison shows that proposed algorithm works better than H-mine algorithm in dense datasets while H-mine algorithm works better in sparse datasets. As mining progresses the projected database goes smaller making it denser.

Future Scope

This system can be implemented to work in real time scenario, for that it is necessary to implement the proposed model in cloud environment. We can compare the performance between cloud and non cloud environment on the basis of space required, cost and time.
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